Second-order parametric interactions in 1-D photonic-crystal microcavity structures
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Abstract: We develop a generalized model for studying second-order parametric interactions in 1-D multilayered photonic structures, accounting for collinear oblique waves and partial pump depletion. This model is used to assess the performance of parametric devices in photonic-crystal microcavity (PCM) structures. Our model shows dramatic enhancement of nonlinear interactions at frequencies for which the waves are localized. Also, we demonstrate the exponential dependence of the conversion efficiency of second harmonic generation (SHG) on the number of layers as was recently pointed out. In addition, in optical parametric amplification (OPA), we find that the gain has a resonance-like dependence on the pump intensity, turning large peak gain into strong attenuation at greater intensities, which suggests that the device can operate as an optical switch.
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1. Introduction

Multilayered structures and photonic crystals have attracted considerable attention in the last decade. These structures are characterized by localized states at which propagating waves are slowed down and hence nonlinear interactions are strengthened in comparison with bulk crystals of the same physical length [1]. Because of their miniaturized nature they are envisioned to enable low-power all-optical signal processing within integrated photonic chips [2].

The modeling of nonlinear parametric interactions in multilayered structures is difficult since it involves nonlinear three- or four-wave mixing in the presence of multiple reflections. A number of methods have been developed for one-dimensional structures, including the Green’s function method [3-4], the multiple-scale method [5-9], the effective medium method [10-11], and the transfer matrix method [12-16]. Each of these methods is limited by certain requirements and assumptions such as the limitation to periodic structures, the use of the undepleted pump approximation, the requirement that the interacting waves propagate along the normal axis of the structure, and the limitation to a particular type of nonlinear interaction. One or more of these requirements may not be applicable in certain cases. For example, in the case of microcavity photonic structures, strong localized resonance states can lead to dramatic enhancement of the nonlinear interaction [17-18], and the use of the undepleted pump approximation may not be appropriate. Also, the group symmetry of some semiconductor materials, such as GaAs and related compounds, may inhibit second-order nonlinear processes at normal incidence [19], thereby necessitating operation at an oblique angle.

In this paper, we present a more general model based on a generalized matrix approach that circumvents the above limitations, and also avoids certain pitfalls [13] in earlier models based on matrix methods. Using our new formalism, we can describe second-order parametric non-
Fig. 1. An N-layer photonic structure. The mth layer has refractive index $n_m$, second-order nonlinear coefficient $d_{nm}$ and thickness $l_m$. The overall length is $L$. The forward waves are incident on the mth interface at an oblique angle $\theta_m$. There are two sets of waves in the forward and backward directions: pump ($p$), signal ($s$) and idler ($i$). The superscripts + and − denote the forward and backward waves, respectively. The complex envelope at the left and right sides of the mth element are $A_{m-1}$ and $A_m$, respectively. $E_0$ and $E_N$ are the complex amplitudes at the left and right sides of the structure, respectively.

Linear interactions of all types in a one-dimensional arbitrary multilayered structure (periodic, or non-periodic). The interacting waves are assumed to be collinear within any layer but may propagate at oblique directions with respect to the axis of the structure. Partial depletion of the pump is taken into account by use of an iterative method. We use the new formalism to analyze and design devices based on nonlinear parametric interactions in photonic-crystal structures with microcavities, and undertake a parametric study of the performance of these devices when used for second-harmonic generation (SHG), optical parametric amplification (OPA), and optical frequency conversion (OFC). Our goal is to highlight the dependence of the device performance on factors such as the frequencies of the three waves in relation to the frequencies of the localized states, the pump intensity, and the number of layers.

2. Matrix theory of nonlinear multilayered structures

In this section, we develop a model for three-wave mixing in a nonlinear 1-D structures composed of N layers. For simplicity, anisotropic effects are not considered. As illustrated in Fig. 1, three waves, pump $p^+$, signal $s^+$, and idler $i^+$, are assumed to travel through the structure in the forward direction at an input angle $\theta_0$ with the axis of the structure. Within each layer, these collinear co-directional waves are mutually coupled by the parametric interaction process. As a result of reflections at the layer boundaries, another set of collinear backward waves ($p^-$, $s^-$, and $i^-$) are generated at angles in each layer dictated by Snell’s law. Each forward wave is coupled to a corresponding backward wave of the same frequency, and the backward waves are also mutually coupled within each layer via parametric interaction. We therefore have a total of six waves ($p^+$, $p^-$, $s^+$, $s^-$, $i^+$, $i^-$) interacting self-consistently within the structure in two ways: i) At each frequency, the forward and backward waves are pairwise coupled by multiple reflections at the boundaries ($p^+$ with $p^-$, $s^+$ with $s^-$, and $i^+$ with $i^-$). ii) In each direction, the forward waves ($p^+$, $s^+$, $i^+$) within each layer are coupled by the parametric process; the backward waves ($p^-$, $s^-$, $i^-$) are similarly coupled.

Linearization and matrix representation. Since the multi-reflection coupling between the forward and backward waves at each frequency is a linear effect, it can be readily modeled.
by use of matrix methods. However, the parametric coupling between triplets of co-directional waves within a layer is nonlinear, and is therefore not amenable to matrix description. This problem is alleviated if the pump is assumed to be undepleted since the parametric relation between \( s^+ \) and \( i^+ \) (and also between \( s^- \) and \( i^- \)) will be linearized. For each layer, the reflection coupling is pairwise between each forward and backward wave of the same frequency, the parametric coupling is pairwise (signal to idler) for each direction, and the pump is constant. The relation between the six waves (\( p^+, p^-, s^+, s^-, i^+, i^- \)) at the input and output of a layer will then be described by a \( 6 \times 6 \) matrix, denoted \( T_m \) for the \( m \)th layer. Under the undepleted pump approximation, the pump is assumed to be constant within each layer, albeit not the same in the different layers. The matrix \( T_m \) therefore has a block structure comprising a \( 2 \times 2 \) matrix \( T_m^{(p)} \), which represents the independent transmission of the two pump waves (\( p^+, p^- \)) through the layer, and a \( 4 \times 4 \) matrix \( T_m^{(s,i)} \), which represents the transmission of the four signal and idler waves \( (s^+, i^+, s^-, i^-) \) through the layer. We will refer to the matrices \( T_m^{(p)} \) and \( T_m^{(s,i)} \) as the pump block transfer matrix and the signal-idler block transfer matrix, respectively. A global matrix \( T \) for a structure made of \( N \) layers is the product of the layer matrices \( T_m \), where \( m = 1, 2, \ldots, N \). Clearly, \( T \) will maintain the same block structure, and the matrix multiplication can be done separately for the \( 4 \times 4 \) matrices \( T_m^{(s,i)} \) and the \( 2 \times 2 \) matrices \( T_m^{(p)} \).

Envelope-amplitude correction. The use of matrix methods to describe light propagation in multilayered linear dielectric structures is well established in the literature [20]. The use of matrix methods to describe parametric wave mixing in homogeneous nonlinear media under the undepleted pump approximation is also straightforward. However, the use of matrix methods to describe propagation in nonlinear multilayered (piecewise homogenous) structures under the same approximations poses a subtle difficulty that has escaped some authors [13], leading to erroneous and inconsistent results. This difficulty has to do with the slowly varying envelope approximation usually used to write the parametric coupled equations in wave mixing. Since different layers of the structure have different refractive indexes, i.e., different propagation coefficients, we must switch back and forth between the complex amplitude (CA) and the complex envelope (CE) of the wave in order to use the appropriate "carrier" for each layer. This is afforded by defining an envelope-amplitude diagonal matrix \( P \) that converts the CE’s into CA’s whenever a new layer is entered. If \( E_m = [E_m^{(p^+)} E_m^{(p^-)} E_m^{(s^+)} E_m^{(s^-)} E_m^{(i^+)} E_m^{(i^-)}] \) and \( A_m = [a_m^{(p^+)} a_m^{(p^-)} a_m^{(s^+)} a_m^{(s^-)} a_m^{(i^+)} a_m^{(i^-)}] \) are vectors representing the CA’s and CE’s of the six waves at the right side of the \( m \)th element, respectively, then \( E_m = P_m A_m \). The superscript \( t \) refers to the matrix transpose. In fact, disregarding the CA’s to CE’s conversion at the multilayered interfaces leads to unphysical solutions when the limiting case of a bulk homogeneous medium is considered. For instance, if a bulk homogeneous medium were reduced to \( N \)-layers, this method will lead to different answers for different values of \( N \). Our model remedies this shortcoming.

Generalized transfer matrix. The \( 6 \times 6 \) generalized transfer matrix that relates the CE’s at the left and right sides of the \( m \)th layer can be written as a product of four matrices:

\[
T_m = P_m^{-1} B_m P_m C_m, \tag{1}
\]

where \( B_m \) represents the boundary matrix and \( C_m \) represents the parametric-interaction matrix. The matrices \( B_m, P_m, \) and \( C_m \) have block structures and each one may be separated into a pump block and a signal-idler block, denoted \( (B_m^{(p)} \) and \( B_m^{(s,i)} \), \( (P_m^{(p)} \) and \( P_m^{(s,i)} \), and \( (C_m^{(p)} \) and \( C_m^{(s,i)} \). Each of these matrices is now considered in turn.
Boundary matrix. Using the Fresnel’s refraction/ reflection equations, the pump and the signal-idler boundary matrices of the mth element are [20]:

$$
\mathbf{B}_m^{(p)} = \begin{bmatrix}
B_m(p^+, p^+) & B_m(p^+, p^-) \\
B_m(p^-, p^+) & B_m(p^-, p^-)
\end{bmatrix},
\mathbf{B}_m^{(s,i)} = \begin{bmatrix}
B_m(s^+, s^+) & B_m(s^+, s^-) & 0 & 0 \\
B_m(s^-, s^+) & B_m(s^-, s^-) & 0 & 0 \\
0 & 0 & B_m(i^+, i^+) & B_m(i^+, i^-) \\
0 & 0 & B_m(i^-, i^+) & B_m(i^-, i^-)
\end{bmatrix},
$$

(2)

where

$$
B_m(q^+, q^-) = \begin{cases}
\left( n_m^{(q)} \cos \theta_m^{(q)} + n_{m-1}^{(q)} \cos \theta_{m-1}^{(q)} \right) / 2n_m^{(q)} \cos \theta_m^{(q)} & \text{TE – polarization} \\
\left( n_m^{(q)} \sec \theta_m^{(q)} + n_{m-1}^{(q)} \sec \theta_{m-1}^{(q)} \right) \cos \theta_{m-1}^{(q)}/2n_m^{(q)} & \text{TM – polarization}
\end{cases},
$$

(3)

$$
B_m(q^+, q^-) = \begin{cases}
\left( n_m^{(q)} \cos \theta_m^{(q)} - n_{m-1}^{(q)} \cos \theta_{m-1}^{(q)} \right) / 2n_m^{(q)} \cos \theta_m^{(q)} & \text{TE – polarization} \\
\left( n_m^{(q)} \sec \theta_m^{(q)} - n_{m-1}^{(q)} \sec \theta_{m-1}^{(q)} \right) \cos \theta_{m-1}^{(q)}/2n_m^{(q)} & \text{TM – polarization}
\end{cases},
$$

and $n_k^{(q)}$ and $\theta_k^{(q)}$ are the refractive index and the angle of the wave $q$ in the $k$th layer. The subscript 0 is associated with the embedding medium. Since $\theta_k^{(q)}$ is almost unaltered for the three interacting waves, it is assumed to be approximately frequency independent and is denoted $\theta_k$.

Envelope-amplitude matrix. This is a diagonal matrix whose elements represent the phase accumulated by each wave from the beginning of the structure until the end of the current element,

$$
\mathbf{P}_m^{(p)} = \begin{bmatrix}
\Phi_m^{(p^+)} & \Phi_m^{(p^-)}
\end{bmatrix} \mathbf{I}_{2 \times 2},
\mathbf{P}_m^{(s,i)} = \begin{bmatrix}
\Phi_m^{(s^+)} & \Phi_m^{(s^-)} & \Phi_m^{(i^+)} & \Phi_m^{(i^-)}
\end{bmatrix} \mathbf{I}_{4 \times 4},
$$

(4)

where

$$
\Phi_m^{(q^z)} = \exp \left( \mp j \frac{1}{c} \sum_{k=1}^{m} n_k^{(q)} l_k \cos \theta_k \right), \quad q = p, s, i,
$$

(5)

$I$ is the unity matrix, $l_k$ is the length of the $k$th element, $\omega_q$ is the angular frequency of the wave $q$, and $c$ is the velocity of light in free space. This formula accounts for the insertion of the operator $\mathbf{P}_m^{-1}$ in Eq. (1).

Parametric-interaction matrix. At normal incidence, the nonlinear interactions between the waves in each of the forward and backward directions are governed by the coupled-mode equations, which are based on the slowly varying envelope approximation. Within the $m$th layer which is located in the interval $z_{m-1} \leq z \leq z_m$, these equations are [20]:

$$
\frac{d\omega_m^{(u^+)}(z)}{dz} = \mp j R_m^{(u)} a_m^{(u^+)} a_m^{(u^+)*} \exp \left( \mp j k_m z \right),
$$

$$
\frac{d\omega_m^{(v^+)}(z)}{dz} = \mp j R_m^{(v)} a_m^{(v^+)} a_m^{(v^+)*} \exp \left( \mp j k_m z \right),
$$

$$
\frac{d\omega_m^{(w^+)}(z)}{dz} = \mp j R_m^{(w)} a_m^{(w^+)} a_m^{(w^+)*} \exp \left( \pm j k_m z \right),
$$

(6)
Transmission through cascaded elements. The CE’s at the right side of the \( m \)th element are given by:

\[
A_m^{(q)} = T_m^{(q)} T_m^{(q-1)} \cdots T_2^{(q)} T_1^{(q)} B_0^{(q)} E_0^{(q)}, \quad \begin{cases} q = p \\ q = s, i \end{cases},
\]  

(9)

where

\[
E_0^{(p)} = \begin{bmatrix} E_0^{(p)} \\ E_0^{(p)} \end{bmatrix}^T, \quad A_m^{(s,i)} = \begin{bmatrix} a_m^{(s)} & a_m^{(i)} \\ a_m^{(s)} & a_m^{(i)} \end{bmatrix}^T.
\]

(10)

Since the CE is the same as the CA at \( z = 0 \), there is no need to use \( \left[ P_0^{(q)} \right]^{-1} \) at this boundary.

Pump depletion. To take into account the depletion of the pump, an iterative technique based on perturbation theory is used such that at any step of the iteration, the coupling between each co-directional signal-idler pair is linearized. The solution under the undepleted pump approximation is used as the first iteration. The spatial distributions of the signal and the idler are then computed within each layer. Given these distributions, the parametric equations describing the evolution of the pumps within the layer are resolved to determine updated distributions, which will no longer be constant within each layer. Using the values of the CE’s at the beginning and at the end of each layer, average values of the CE’s are then determined for the forward and the backward pumps. These values are used as fixed values to determine elements of a revised signal-idler 4 \times 4 submatrix \( T_m^{(s,i)} \), which is used again to obtain better average values of the pumps within each layer. The process may be repeated until convergence is reached, but since convergence is not assured, this perturbation theory technique may not be applicable in cases of very strong pump depletion.

Based on this perturbation approach, Eq. (9) is modified to

\[
A_m^{(p)} = T_m^{(p)} T_m^{(p-1)} \cdots T_2^{(p)} T_1^{(p)} B_0^{(p)} E_0^{(p)} + X_m^{(p)},
\]

(11)
where

$$X_m^{(p)} = \sum_{k=1}^{m} T_m^{(p)} T_{m-1}^{(p)} \cdots T_k^{(p)} \begin{bmatrix} x_k^{(p+)} \\ x_k^{(p-)} \end{bmatrix}$$

(12)

and $x_k^{(p+)}$ and $x_k^{(p-)}$ are obtained from the perturbed pump differential equations in the $k$th layer.

The first term in Eq. (11) is the outcome of the linear propagation in a multilayered structure, while the second results from the parametric interaction process.

**Degenerate case.** The above equations are the generalized equations applicable to all second-order parametric interactions in multilayered structures. They can be readily specified to OPA or OFC. In the degenerate SHG case, the dimensionality of the signal-idler matrix is reduced to $2 \times 2$ and an equation similar to Eq. (11) (with $p$ replaced by $s$) can be used instead of Eq. (9) to determine $A^{(s)}_m$.

**Transfer matrix vs scattering matrix.** There are two approaches for relating the CE’s at the sides of each layer: the transfer matrix $T$ method and the scattering matrix $S$ method [20]. The $T$ matrix relates the CE’s at right side to those at the left side, while the $S$ matrix relates the incoming CE’s from both sides to the outgoing CE’s. The advantage of the transfer matrix method is that the total transfer matrix of the structure is the product of the transfer matrices of each layer in a reverse order. The advantage of the scattering matrix is that it is easier to write and interpret in terms of physical parameters. Commonly, the total transfer matrix of the entire structure is calculated first using transfer matrix multiplication, then it is converted into the scattering matrix to assess the performance of the structure. Since photonic structures can be characterized by strong forbidden bands within which a wave is completely reflected, the structure can act as a perfect mirror isolating the left and right sides of the structure. In this case, the transfer matrix method is not appropriate. Fortunately, this problem can be addressed by use of a new technique described in [21] for the $2 \times 2$ case, and can be generalized to describe the $6 \times 6$ scattering matrix $S$ of our multilayered structure for the entire band of frequencies of interest. This $S$ matrix will preserve the block structure, i.e., has a pump block $S^{(p)}$ and a signal-idler block $S^{(s,i)}$.

**Summary of the computational procedure.** The computational procedure is based on an iterated two-step process for which the pump dynamics are considered with given signal and idler distributions and then the signal-idler dynamics are considered with fixed pump:

1. Determine the distributions of the forward and backward pumps in the absence of parametric interaction. Using the matrices $T_m^{(p)}$ for all the layers, the overall pump scattering matrix $S^{(p)}$ is determined. Knowing the input pump waves, $A_m^{(p)}$ is calculated for $m = 0, \cdots, N$.

2. Taking the pump distributions in step 1 to be fixed (undepleted), determine the signal-idler matrix $T_m^{(s,i)}$ for all the layers and calculate the overall signal-idler scattering matrix $S^{(s,i)}$. Knowing the input signal and idler waves, the output waves can be calculated.

The results of steps 1 and 2 represent the solution of the three-wave mixing problem under the undepleted pump approximation.

3. Using the signal-idler values $E_0^{(s,i)}$ and $T_m^{(s,i)}$, determine $A_m^{(s,i)}$ and use it to compute $X_N^{(p)}$ and new values for the output pump fields $E_N^{(p+)}$ and $E_N^{(p-)}$. 
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4. Using $E_0^{(p)}$, $T_0^{(p)}$, and $X_0^{(p)}$, determine $A_{m}^{(p)}$, which may be used to compute the new $T_{m}^{(s,i)}$
and the new output signal and idler waves.

5. Repeat steps 3 and 4 and monitor the normalized error in the conservation of energy,

$$\Delta = \left| \frac{I_{output} - I_{input}}{I_{input}} \right|,$$

where $I_{input}$ and $I_{output}$ are the input and output intensities of the six interacting waves, respectively. The iterative process is terminated when $\Delta$ reaches $10^{-5}$. If this value is not reached after 50 iterations, the results of the iteration with the minimum $\Delta$ are selected and reported, along with the associated error.

3. Parametric nonlinear interactions in quarter-wave stack microcavities

In this section, we use our model to study parametric nonlinear interactions in photonic-crystal microcavity (PCM) structures, which are characterized by strongly localized midgap resonance states at which the group velocity is strongly reduced, resulting in dramatic enhancement of the nonlinear interaction. We consider three applications: second-harmonic generation (SHG), optical parametric amplification (OPA), and optical frequency conversion (OFC).

In all applications, we assume a PCM structure embedded in air, as shown in Fig. 2(a). The crystal is made up of two alternating layers of GaN and air. The fabrication of the structure is compatible with standard deposition methods such as sputtering, chemical vapor deposition, etc. In addition, it has been recently proposed that similar structures can be conveniently integrated in waveguide geometry by consecutive deposition and etching steps [22]. Since GaN has a wide electronic bandgap, absorption can be neglected at wavelengths extending from the infrared to the visible regions. The material dispersion properties of GaN are described in [23] and the second-order nonlinear coefficient is assumed to be $10^{-22} \text{F/V}$ [9]; higher order nonlinear coefficients have been neglected as in [4]. However, these nonlinear effects can be important since, for instance, third-order nonlinearity in PCM structures with high index contrast and large number of layers may lead to important effects such as optical bistability [24]. On the other hand, the unavoidable optical losses associated with the fabrication of real 1-D structure [25] will reduce significantly the resonant character of the localized modes and therefore would prevent the onset of optical bistability. The waves are incident at $\theta = 20^\circ$ on the left side of the structure and are TM polarized. The multilayered structure is made up of a quarter-wave stack, i.e., for each layer the optical path along the $z$-axis is equal to a quarter of a reference wavelength $\lambda_B$, corresponding to the midgap frequency $\omega_B$ (Bragg frequency),

$$n_1(\omega_B)l_1 \cos \theta_1 = n_2(\omega_B)l_2 \cos \theta_2 = \frac{\lambda_B}{4} = \frac{\pi c}{2\omega_B}, \quad (14)$$

where $\lambda_B$ is chosen to be 1.5 $\mu$m.

3.1. Second harmonic generation

SHG is the degenerate case of three-wave mixing for which two waves, $u$ and $v$, at the same frequency combine to generate a wave $w$ at twice the frequency, i.e., $\omega_u = \omega_v$ and $\omega_w = 2\omega_u$. In this case, $u = v = p$ and $w = s$ so that the coupled mode equations in the $k$th layer are modified to:

$$\frac{dA_k^{(p)}}{dz} = \mp j g_k^{(p)} \left( A_k^{(s)} A_k^{(p)} \right)^* \exp \left( \mp j \Delta \kappa z \right), \quad (15)$$

$$\frac{dA_k^{(s)}}{dz} = \mp j \frac{1}{2} \left( \frac{\omega}{\Delta \omega} \right) \left( A_k^{(p)} \right)^2 \exp \left( \pm j \Delta \kappa z \right), \quad (16)$$
where the factor $\frac{1}{2}$ is due to the degeneracy of the pump wave. The solution of Eq. (16) under the undepleted pump approximation is

$$a_k^{(s^\pm)}(z) = a_k^{(s^\pm)}(z_{k-1}) + x_k^{(s^\pm)}, \quad (17)$$

where

$$x_k^{(s^\pm)} = \pm j \alpha_k^{(s^\pm)} \text{sinc}(\Delta k l_k/2) \exp[\pm j \Delta k (l_k + 2z_{k-1})/2], \quad \alpha_k^{(s^\pm)} = \frac{1}{2} g_k^{(s)} l_k \left( \bar{\alpha}_k^{(p^\pm)} \right)^2, \quad (18)$$

$\bar{\alpha}_k^{(p^\pm)}$ and $\bar{\alpha}_k^{(p^-)}$ are the average values of the CE of the forward and backward pump in the $k$th layer, respectively, and $\text{sinc}(x) = \sin(x)/x$. The spatial dependence of the forward and backward pump waves can be obtained using the first-order perturbation theory,

$$a_k^{(p^\pm)}(z) = a_k^{(p^\pm)}(z_{k-1}) + x_k^{(p^\pm)}, \quad (19)$$

where

$$x_k^{(p^\pm)} = \pm j \left[ \alpha_k^{(p^\pm)} \text{sinc}(\Delta k l_k/2) \exp(\mp j \Delta k (l_k + 2z_{k-1})/2) + \beta_k^{(p^\pm)} \right], \quad \alpha_k^{(p^\pm)} = \frac{g_k^{(p)} \bar{\alpha}_k^{(p^\pm)}}{\bar{\alpha}_k^{(p^\pm)}} \left[ l_k a_k^{(s^\pm)}(z_{k-1}) + \alpha_k^{(s^\pm)} / \Delta k \exp(\pm j \Delta k z_{k-1}) \right], \quad \beta_k^{(p^\pm)} = -\frac{g_k^{(p)} \bar{\alpha}_k^{(p^\pm)}}{\bar{\alpha}_k^{(p^\pm)}} \alpha_k^{(s^\pm)} / \Delta k. \quad (20)$$

Using the analytical formulas of $x_k^{(s^\pm)}$ and $x_k^{(p^\pm)}$, we can determine the perturbed nonlinear second term in Eq. (11) for both the signal and the pump.

The performance of the SHG is determined by the forward and backward conversion efficiencies,

$$\eta^+ = \frac{I_N^{(s^+)} I_0^{(s^-)}}{I_0^{(p^+)}}, \quad \eta^- = \frac{I_N^{(s^-)} I_0^{(s^+)}}{I_0^{(p^-)}}, \quad (21)$$

where $I_N^{(s^\pm)}$ and $I_0^{(s^\pm)}$ are the output intensities of the forward and backward signal waves, respectively, and $I_0^{(p^+)}$ is the input pump intensity.
When a pump wave at frequency $0.5\omega_B$ is incident on the PCM structure with the aforementioned characteristics, a second-harmonic wave at frequency $\omega_B$ is generated, as shown in Fig. 2(b), so that the signal is strongly localized within the structure. The localization of one of the interacting waves or both (if this is possible) turns out to produce a substantial enhancement of the nonlinear interaction (exceeding the enhancement attained by satisfying the phase matching condition in a homogeneous medium). Our calculations show that the use of the microcavity 1-D structure provides enhancement as high as 9 orders of magnitude, in comparison with a bulk homogeneous crystal of the same physical length. Additionally, the following important conclusions can be made:

• The dependence of the efficiency of SHG (in the forward and backward directions) on the pump intensity $I_0^{(p^+)}$ and the number of layers $N$ in the limit of negligible pump depletion can be modeled by the expression,

$$\eta^+ + \eta^- \approx \zeta I_0^{(p^+)} \exp(N\varphi),$$

(22)

where $\zeta$ and $\varphi$ are constants that depend on the nonlinear coefficients, the dimensions and the refractive indexes of the alternating layers. This model is consistent with the results shown in Figs. 3(a) and 3(b), as will be elucidated in the following points.

• As shown in Fig. 3(a), in the undepleted pump regime, the efficiency of SHG increases linearly with increase of the pump intensity $I_0^{(p^+)}$. In a log-log scale, the slopes of the undepleted pump curves are approximately unity and do not depend on the number of periods. These curves are identical but shifted for different $N$. Saturation effects start earlier as the number of layers increases, since the nonlinear interaction is strengthened as the interacting waves are slowed down. On $N = 70$, the kink occurring at $I_0^{(p^+)} \approx 80$ kW/cm$^2$, reflects the onset of strong pump depletion beyond the first-order approximation used in our perturbative approach. Therefore, for pump power larger than this threshold value, high-order perturbations would be required to ensure an improved level of accuracy.

• As shown in Fig. 3(b), the efficiency of SHG is approximately an exponential function of the number of layers $N$ (with a fixed layer width), so that the dependence on the overall
device length is approximately exponential. This result agrees with previous results [4] and [18]. The slight variation around the linear model, which appears in a semilog scale, arises from altering the linear and the nonlinear interactions among the waves as the number of layers varies by discrete values. The mathematical model in Eq. (22) does not describe the small variations.

- As either $r_{0}^{(p^+)}$ or $N$ increases, the undepleted pump approximation fails and significant violation of conservation of energy is observed. However, our iterative perturbative technique brings this error down (e.g., the maximum error of $\Delta$ in all the cases that we computed is reduced from $4.2$ to $4 \times 10^{-2}$).

3.2. Optical parametric amplification

In OPA, a signal wave $u$ is amplified in the presence of a pump wave $w$; an idler wave $v$ is generated in the process. Here, $u = s$, $v = i$, $w = p$, and $\omega_p + \omega_i = \omega_s$. Solving the coupled mode equations under the undepleted pump approximation, the elements of the signal-idler parametric-interaction matrix of the $k$th layer are given by

$$ C_k (s^+, s^+) = \exp \left( \mp \sigma_k l_k \right) \left[ \cosh (\gamma_k^+ l_k) \pm \frac{\sigma_k}{\gamma_k} \sinh (\gamma_k^+ l_k) \right], $$

$$ C_k (s^+, i^+) = \mp j g_k (s^+) \frac{p^{(p^+)}_k}{\gamma_k} \exp \left[ \mp 2 \gamma_k l_k + 2 \gamma_k (2z_k) \sinh (\gamma_k^+ l_k) \right], $$

$$ C_k (i^+, i^+) = \pm j g_k (i^+) \frac{p^{(p^+)}_k}{\gamma_k} \exp \left[ \pm 2 \gamma_k l_k + 2 \gamma_k (2z_k) \sinh (\gamma_k^+ l_k) \right], $$

$$ C_k (i^+, s^+) = \exp \left( \mp \sigma_k l_k \right) \left[ \cosh (\gamma_k^+ l_k) \mp \frac{\sigma_k}{\gamma_k} \sinh (\gamma_k^+ l_k) \right], $$

$$ \gamma_k^+ = \left( \sigma_k^2 + g_k (s) g_k (i) \frac{p^{(p^+)}_k}{\gamma_k} \right)^{1/2}, \quad \sigma_k = j \Delta k / 2. $$

The matrix $C_k (s,i)$ relates the CE’s of the signal and the idler complex conjugate. Consequently, the signal-idler envelope-amplitude matrix of the $k$th layer is modified to

$$ P_k^{(s,i)} = \left[ \Phi_k^{(s^+)} \Phi_k^{(s^-)} \Phi_k^{(i^+)} \Phi_k^{(i^-)} \right] I_{4 \times 4}. $$

Using the first-order perturbation theory, the spatial dependence of the forward and backward pump waves are:

$$ a_k^{(p^+)} (z_k) = a_k^{(p^+)} (z_{k-1}) + x_k^{(p^+)} , $$

where

$$ x_k^{(p^+)} = \left\{ \begin{array}{ll}
\mp j g_k^{(p^+)} \left[ \alpha_k^+ \cosh (\gamma_k^+ l_k + \gamma_k^+ l_k) - 1 \right] + \beta_k^+ \cosh (\gamma_k^+ l_k - \gamma_k^+ l_k) - 1 \\
+ \frac{\sinh \left( \gamma_k^+ l_k + 2 \gamma_k^+ l_k \right)}{\gamma_k^+ + 2 \gamma_k^+} + \delta_k^+ \frac{\sinh \left( \gamma_k^+ l_k - 2 \gamma_k^+ l_k \right)}{\gamma_k^+ - 2 \gamma_k^+} \right], \quad \text{if } \gamma_k^+ \neq \gamma_k^+, \\
\mp j g_k^{(p^+)} \left[ \alpha_k^+ \cosh \left( 2 \gamma_k^+ l_k \right) - 1 \right] + \xi_k^+ \frac{\sinh \left( 2 \gamma_k^+ l_k \right)}{2 \gamma_k^+} + \delta_k^+ l_k \right], \quad \text{otherwise,}
\end{array} \right. $$

$\gamma_k^+$ is the CE of the idler wave.
where $\omega_0$ is the input signal intensity.

A pump wave with $I_0^{(p^+)} = 50 \text{ kW/cm}^2$ and a signal wave with $I_0^{(s^+)} = 0.1 \text{ kW/cm}^2$ are incident on a microcavity structure with $N = 70$. The dependence of the forward and backward gain on
the signal and pump frequencies are plotted in Fig. 4. Since in this process, \( \omega_p = \omega_s + \omega_i \), so that we are limited to the domain \( \omega_p > \omega_s \). For a quarter-wave stack, the spectral dependence is periodic with a period 2\( \omega_B \). Nonlinear effects are strong only if one of the interacting waves is at the resonant midgap frequency, i.e., \( \omega_p = \omega_B, \omega_s = \omega_B \) and \( \omega_i = \omega_B \). At each of these three lines, localization within the structure plays a dominant role in the gain enhancement, while factors such as the phase mismatching and the frequency dependence of the coefficients \( F_i^{(q)} \), \( q = p, s, i \) are less significant. Of course, the gain enhancement along the three localization lines ceases if the frequency of one of the interacting waves lies in the forbidden band. Although, the incident waves are in the forward direction, there is an enhancement in the backward gain along these three lines. This is because the strong localized wave suffers multiple reflections that has the same effect as an incident wave on the right side of the structure. Elsewhere in the diagram, the signal wave propagates linearly, for instance, a signal wave that has frequency within the bandgap suffers complete reflection. The iterative perturbative technique reduces the maximum error in \( \Delta \) from 0.21 to 0.02.

The dependence of the forward and backward gain on the pump intensity \( I_0^{(p+)} \) is plotted in Fig. 5 with the number of layers \( N \) as a parameter. Three points on the localized-state frequency lines, one on each line, are used for these plots. The dependence of the gain on the pump intensity exhibits a resonance-like behavior when either \( \omega_s = \omega_B \) or \( \omega_i = \omega_B \). For example, for \( \omega_s = \omega_B \) and \( N = 70 \), the gain \( G^- \) may increase by about one order of magnitude when the pump intensity is doubled, as shown in Fig. 5(a). However, when \( \omega_p = \omega_B \), this type of behavior is weaker. Also, as the number of layers \( N \) increases, the peak gain occurs at lower values of the pump intensity. Interestingly, when \( \omega_i = \omega_B \) and the pump intensity \( I_0^{(p+)} \) exceeds the value at which the gain is maximum, the forward gain turns into strong attenuation since the signal wave is completely reflected, i.e. the resonance state at \( \omega_B \) is changed into a forbidden state, as depicted in Fig. 5(a). Our interpretation of this result is that the signal waves generated by multiple reflections add up destructively due to an additional phase shift imparted by the
nonlinear process. This interesting transition from strong gain into strong attenuation by control of the pump intensity suggests that the device may be used as an optical switch.

In the limit of the undepleted pump approximation, neglecting material dispersion and considering small gain within each layer of the multilayered stack, the device switching behavior can be described by the following approximate expression for the forward gain

$$G^+ \approx \left( \frac{1}{1 - \frac{I^{(p+)}_0}{I_{th}}} \right)^2,$$

(28)

where $I_{th}$ is a pumping threshold related to the total number of layers, the dimensions and the refractive indexes of the alternating layers of the structure as well as the nonlinear coefficients. For $I^{(p+)}_0 \ll I_{th}$, the gain is unity and the amplifier acts as a transparent medium. The gain increases with the pump intensity until the pumping threshold is reached. When $I^{(p+)}_0 \gg I_{th}$, the gain decreases as the inverse square of $I^{(p+)}_0$ so that the device behaves as an optical switch with a large extinction ratio.

3.3. Optical frequency conversion

In OFC, a signal wave $u$ is frequency upconverted to another wave $w$ via the pump wave $v$. Here, $u = s$, $v = p$, $w = i$, and $\omega_s + \omega_p = \omega_i$. The elements of the signal-idler parametric-interaction matrix of the $k$th layer are the same as those obtained for the OPA except,

$$C_k (s^+, i^+) = \mp j \frac{g_k^{(s)} \sigma_k^{(p+)} \gamma_k^+}{\gamma_k^+} \exp \left[ \mp \sigma_k (l_k + 2z_{k-1}) \right] \sinh \left( \gamma_k^+ l_k \right),$$

$$C_k (i^+, s^+) = \mp j \frac{g_k^{(i)} \sigma_k^{(p+)} \gamma_k^+}{\gamma_k^+} \exp \left[ \pm \sigma_k (l_k + 2z_{k-1}) \right] \sinh \left( \gamma_k^+ l_k \right),$$

$$\gamma_k^+ = \left( \sigma_k^2 - g_k^{(s)} g_k^{(i)} \gamma_k^+ \right)^{1/2}.$$

(29)

Also, the perturbed spatial dependence of the forward and backward pumps have the same form as before but with different coefficients:

$$\alpha_k^\pm = \mp j \left( \frac{g_k^{(s)} \sigma_k^{(p+)} \gamma_k^+}{\gamma_k^+} \right) \left| a_k \right|^2 - \frac{g_k^{(i)} \sigma_k^{(p+)} \gamma_k^+}{\gamma_k^+} \left| a_k \right|^2 \pm \rho_k^\pm a_k^{\dagger} a_k \left( \frac{\sigma_k}{\gamma_k^+} - \frac{\sigma_k^*}{\gamma_k^+} \right),$$

$$\beta_k^\pm = \mp j \left( \frac{g_k^{(i)} \sigma_k^{(p+)} \gamma_k^+}{\gamma_k^+} \right) \left| a_k \right|^2 - \frac{g_k^{(s)} \sigma_k^{(p+)} \gamma_k^+}{\gamma_k^+} \left| a_k \right|^2 \pm \rho_k^\pm a_k^{\dagger} a_k \left( \frac{\sigma_k}{\gamma_k^+} + \frac{\sigma_k^*}{\gamma_k^+} \right),$$

$$\xi_k^\pm = \pm \sqrt{\frac{1}{\gamma_k^+} - \left| \rho_k^\pm a_k^{\dagger} a_k \right|^2} \left[ \rho_k^\pm a_k^{\dagger} a_k \left( \gamma_k^+ \right)^2 - \left| a_k \right|^2 \right] + \rho_k^\pm g_k^{(i)} g_k^{(s)} a_k^{\dagger} \left| a_k \right|^2 \left| a_k^{\dagger} \right|^2,$$

$$- j g_k^{(i)} \sigma_k \gamma_k^+ \left| a_k \right|^2 - j g_k^{(s)} \sigma_k \gamma_k^+ \left| a_k^{\dagger} \right|^2,$$

$$\delta_k^\pm = \rho_k^\pm a_k^{\dagger} a_k \left| a_k \right|^2 - \xi_k^\pm.$$

(30)

The principal measures of the performance of the OFC device are the forward and backward conversion efficiencies,

$$\eta^+ = \frac{I_k^{(i^+)}(s^+)}{I_k^{(i^+)}}, \quad \eta^- = \frac{I_k^{(i^+)}(s^+)}{I_k^{(i^+)}},$$

(31)
Fig. 6. (Color online). Dependence of the forward and backward conversion efficiencies on the signal and pump frequencies in units of $\omega_B$. The dashed lines represent band-boundaries. The bright spots represent values of conversion efficiencies. The pump and signal intensities are 50 kW/cm$^2$ and 0.1 kW/cm$^2$, respectively, and the number of layers is 70. The forward and backward conversion efficiencies are enhanced at $\omega_p = \omega_B$, $\omega_s = \omega_B$ and $\omega_i = 3\omega_B$.

where $I^{(+)}_N$ and $I^{(-)}_0$ are the output intensities of the forward and backward upconverted wave $i$, respectively.

The dependence of the conversion efficiency (forward and backward) on the signal and pump frequencies is depicted in Fig. 6. The intensities of the interacting waves and the structure characteristics are the same as those described in Sec. 3.2 for the OPA. The degenerate case, $\omega_p = \omega_s$, which corresponds to SHG, is excluded from this simulation. Strong nonlinear effects emerge if one of the interacting waves is at the midgap resonance frequencies $\omega_B$ and $3\omega_B$. However, these effects are lost when $\omega_i = 3\omega_B$ because of the material dispersion that causes the disappearance of the second midgap resonance. In contrast to a bulk homogeneous medium, the total conversion efficiency, $\eta^+ + \eta^-$, can exceed unity at some frequencies without violating the conservation of energy. This is because there are two sources for the upconverted wave $i$: the signal wave $s$ and the multiple reflections inside the cavity. This suggests that this device can operate simultaneously as an efficient converter and amplifier. Our iterative perturbative technique in this case reduces the maximum error $\Delta$ from $3 \times 10^{-3}$ to $4 \times 10^{-5}$. We have also examined the dependence of the forward and backward conversion efficiencies on the pump intensities and found bell-shaped behavior similar to the OPA case. For $\omega_p = \omega_B$, we observed some oscillations at higher intensities (beyond the peak of the bell-shaped graph).

4. Conclusion

We have developed a generalized matrix-based model for describing second-order parametric interactions in arbitrary one-dimensional multilayered structures. The formalism accounts for
the partial depletion of the pump and is applicable to collinear oblique waves. We have used this formalism to study the performance of SHG, OPA and OFC in photonic-crystal microcavity (PCM) structures. Our results show that PCM structures have dramatically enhanced nonlinear interactions and may therefore be operated at lower levels of pump power, in comparison with conventional bulk crystals (homogeneous or quasi-phase matched) of the same overall physical length. Wave localization in PCM structures turned out to be more important for enhancing nonlinear interactions than meeting the phase matching condition. A number of interesting characteristics of PCM parametric devices have been demonstrated and proposed. For example, confirming previous reports in the literature, we found that the SHG conversion efficiency depends exponentially on the number of layers of the PCM structure. Also, because the PCM structure allows for inherently coupled forward and backward waves, devices based on OPA and OFC can be used in a bidirectional modality. In OPA, the dependence of the forward gain on the pump intensity turned out to follow a resonance-like graph with the large peak gain turning into strong attenuation at greater intensities. This large extinction ratio suggests that the device may be used as an optical switch controlled by the pump intensity. These unique nonlinear characteristics of PCM structures are expected to enable low-power all-optical signal processing devices for microscale photonic chips.
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